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Introduction



Augmented Reality

• Blend video frames and virtual content. 

• Local tracking and global tracking.



Fundamental Issues

• Augmented reality systems deal with two 
fundamental technical challenges. 

• The camera’s position and orientation with 
respect to the real world. 

• The virtual object geometry and its accurate 
registration with the real world.



Camera Position

• World location in longitude, latitude and altitude, 
from GPS (WGS84). 

• Relative change in position from starting point in 
<x,y,z> displacement, from local tracking (e.g. 
SLAM).
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Camera Orientation

• Heading in degrees from north. 

• Gravity as force vector <x,y,z> in g-force.



Device Frame of Reference



Registration

• Virtual content can be registered: 

• with fiducial markers, 

• with natural feature tracking, 

• with associated world coordinates.
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Existing Research



“Going Out”

• Model-based outdoor augmented reality. 

• Requires 3D model of environment (vector geometry, 
point cloud).



“Panorama Tracking”

• Uses SLAM to track local orientation (3D) and 
position.



!

• Optical flow algorithms: RANSAC	



• Local mapping: SLAM (Tom Botterill), ...	



• Existing platforms: iPhone ARBrowser, 
AndroidAR.
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Mobile Sensors
Sensor Absolute Error Relative Error Latency

GPS ±20m ±10m ≤ 10s

Compass ±20° ±5° ≤ 2s

Accelerometer ±10° 
±0.1g

±1° 
±0.1m/s ≤ 20ms

Gyroscope ~0° ±0.1°/s ≤ 20ms

These are ball-park average to worst-case measurements.



Image Processing

• Memory and processing requirements. 

• Failure cases - drift, jittering, drop-outs.



Goals

• Improve accuracy by combining sensor data to 
reduce error. 

• Hybrid tracking to reduce performance 
requirements 

• “Better” outdoor augmented reality for the end user.



Hybrid Tracking

• By how much can we improve the stability and 
responsiveness of tracking by combining multiple 
sensors? 

• Sensor data can provide cheap motion estimates.



Vertical Edge 
Alignment



Vertical Edge Alignment Hybrid Motion Model

Sensor Fusion

Basic Sensor Motion Model

Camera Data

Vertical Edge 
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Integral Sequence 
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Vertical Feature Extraction





5

5(I, x) =

2

66666664

�1

�1

4

�1

�1

3

77777775

·

2

66666664

I(x� 2)

I(x� 1)

I(x)

I(x+ 1)

I(x+ 2)

3

77777775

I x

0.5

I



Feature Table Binning
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Integral Sequence Alignment



Fast Integral Sequence 
Alignment

u v 3

u = [3, 7, 8,7, 6, 0, 0, 7, 5, 3]

v = [7, 7, 0, 0, 7, 5, 4, 0, 1, 5]
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Offset

Sum of squared differences



Offset estimate

Error bias

u v n

(u ⇤ v)(k) =
1X

i=�1

[u(i)� v(i� k)]2

u v u(i)

v(i� k) 0

k

u v

�n/2 < k < n/2 k

e

(u ⇤ v)(k, e) = (k � e)E +
1X

i=�1

[u(i)� v(i� k)]2

e k E

2

k



Alignment Error

Find the minimum
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Fast Integral Sequence 
Alignment

n >= 512 n = 1024

n < 256



Feature Table Alignment



Feature Table Alignment
• Match features in the bins and compute precise 

alignment of vertical edges.



Evaluation

• Synthetic tests, performance tests. 

• Tracking and registration will be compared using 
pre-recorded data sets. 

• User evaluation impact on usability and precision.
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Performance
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Comparison with ORB
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Tracking Points
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User Study



User Study

480⇥360

M =

16.53s SD = 7.02s M = 7.09s SD = 3.31s

t(8) = 5.0089 p < 0.0010

480⇥360

M =

16.53s SD = 7.02s M = 7.09s SD = 3.31s

t(8) = 5.0089 p < 0.0010



Conclusion

• Algorithm works well, helps to improve user 
performance. 

• All data sets and source code published on 
GitHub.



Questions?


